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High-Accuracy Assigned Power
Excitation for the FDTD Technique

Gaetano Bellanca

Abstract—When the finite-difference time-domain (FDTD) inside closed devices must be calculated. In these applications,
technique is used in continuous wave excitation, the control the typical feeding system is a magnetron connected to a
of the effectively excited power is not allowed by classical rectangular waveguide operating in single-mode regime. A

approaches. In this letter two possible solutions, working also S . NN
fOIC;p nonuniform sampling of uf)e computational domaing are FDTD code can easily simulate the field distribution far from

proposed and illustrated. Examples of successfully applications the source simply adding in each cell of the input sectiorithe
for a metallic rectangular waveguide are, finally, reported. andH transverse field components of jgEmode. Assuming

y andz as the transverse coordinates, figfield component
in the Yee's scheme [1] can be written as shown in (1) at the
bottom of the next page, being the dielectric permittivity
.- INTRODUCTION and o the conducibility in the cellg, the speed of the light
HE finite-difference time-domain (FDTD) method [1]in vacuum and SF thetability factor (SF > 1 to respect the
has found many applications in fields ranging from miCurant criterion [6]).
crowave telecommunication [2] and power applications [3] Because of the dependence 6% on the discretization
to optics [4]. FDTD characteristics are fully exploited inparameters (via\t), the amplitude of the EM field calculated
wide-frequency-range calculation of scattering parameterslof the FDTD algorithm depends on both the spatial and
microwave devices, where pulse excitations are required aethporal grids and the SF factor. This cannot be accepted
problems like the absolute evaluation of the carried powehen simulating power application devices, where the excited
can normally be neglected, because the scattering parameperser must be independent from the computational parame-
depend on the ratios between field amplitudes. This is ters. To highlight this problem, let us consider the;JEhode
longer true in power applications [3], where the control of theropagating in a 50-cm-long rectangular R26 waveguide at
excited power becomes mandatory. The speed and the quality frequency of 2.45 GHz. Without loss of generality, this
of the microwave treatment, in fact, depend on the electjizoblem can be reduced to a two-dimensional (2-D) one. We
field amplitude inside the product. want the mode power be 1 kW, corresponding to amplitudes
So far, the problem of exactly controlling the power of thef the transverse electric and magnetic field compong&nts:
input signal has not been considered in detail. In the following4.67 x 10® V/m and H, = 44.88 A/m, respectively [7]. As
we will show how to obtain two excitation schemes whick reference simulation (R) uniform stepsr = Ay = 2 mm
allow impose the desired power. Examples will confirm theand stability factor S/= 1 (corresponding to a maximum
applicability even with irregular mesh discretizations. allowed At = 4.71 ps) are assumed. To test all the possible
combinations of simulation parameters other input data sets
have been consideredkz = Ay = 2 mm, SF= 2, At = 2.36
i ] s (label A); Az = 1 mm (z from 0-25 cm),Az = 2 mm
The source of the electromagnetic (EM) field for a FDT elsewhere) Ay = 2 mm, SF= 1, At = 2.98 ps (label B);

simulation has always been implemented in two ways. The,. — 2 mm @ from 0 to 25 cm),Az = 1 mm (elsewhere)
former, preferred for pulse excitations, replaces the calculatgql — 2 mm, SF= 1, At = 2.98 ps (label C):Az = 2 mm

electric fieldE (boldface letters refer to vector fields) on they,, — | mm SF= 1. At = 2.98 ps (label D).

Yee-cell edge of the excitation section by the field generateGySimmy adding the exciting electric field to thE. Yee's

by the source at each time step (‘replaced 'sour‘ci:e”). TBBuations, all the performed simulations lead to results ev-
latter adds the sourdB to t_he _FDTD—caIcuIated field ( add(_ed idencing the expected dependance of the fields amplitude,
source”) [5]. For a CW excitation the “added source” techniqug, suggested by the expression Bfxc . shown in (2)

is preferred, as it does not alter the field resulting from reflegs 1o bottom of the next page, and incorrect values of

tions of waves propagating back to the source. This is typiGaly calculated field components, quite different from their

in microwave heating, where steady-state EM distributior&pected maximum values. Also using boff, and H.
. L Y

Manuscript received August 4, 1997. This work was supported by MURé’\Iomponents for the excitation, as it should be for aofiode,

and CNR. results do not change substantially.
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Ill. THE “FIXED-POWER’ EXCITATION SCHEMES field formulation of the propagation domaiyi as defined for

The two techniques we propose to set the mode povJQre EMES-1. This scheme comes from the “total/scattered”
require the knowledge of the transverse components of figld formulation of the FDTD method [6], modified for a

exciting field and can be applied to both TE and TM Case|§1etallic rectangular waveguide excitation. In the excitation
In the following, for simplicity, attention will be restricted to plane, the source-generatéfiyc, - field is now added to the

only the TE, mode excitation. E. field before its calculation, via Yee’s equations, in the time

In the first proposed Electro Magnetic Excitation SchenféePn +1 when the Sourcéling, y field is subtracted to the
(EMES-1), the computation domain is divided in two region®réviously calculatedd, field. o _
the “excitation sectiori,where the sources are placed, and the This procedure annihilates the contribution of iheident
remaining volume, identified as th@ropagation domairi.In ~ £- field to the total H, field on one side of the source
the latter, thetotal field formulation of the FDTD method is Plane, resulting in a one-way propagation that depends on the
used. In the former, the field is calculated using an approagéhosen annihilation plane. Any back-scattered field can still go
formally similar to thescattered field formulatiori8] of the through the excitation plane as it contributes to $kattering
FDTD method, considering thiotal field in this excitation part of thetotal field computation and is not modified by this
plane as a combination of thecattered fieldcoming from excitation procedure, which involves only tlrcident field.
the “propagation domaihand theincident field produced by The Yee's equations for both the transverse components in the
the source and analytically known. This allows to control thexcitation plane must be modified as shown in (4) at the top
absolute excited power and also the unmodified propagatiohthe next page.
of any back-scattered field through the excitation plane. In practice, the choice between the two schemes can be done
In our formulation, the equations for both thetal (suffix observing that the former excites the propagation of the EM
t) and scattered(suffix s) field components can be writtenwave in both directions whereas the latter launches the field
as shown in (3) at the bottom of the page, whéle and in only one.
D, correspond toC; and C», but are evaluated using the Using the two proposed excitation schemes, whichever
dielectric propertieg and instead ok ande. The distinction technique and set of data is used, the temporal field evolution
betweenscatteredand total field holds only for the excited always superimpose and the fields exhibit the expected values:
field componentsf. and H, in this case. For all the others,E. = 24.67 x 10® V/m and H, = 44.88 A/m.
the regular Yee’'s expression must be used. To analyze more quantitatively the accuracy of these two
The second scheme (EMES-2) is even simpler. The EEMES'’s for all the parameter sets, the flux of the active
field is computed in the whole domain following thetal power in a section of the rectangular waveguide has been

Erti, j k+ 1) = CLEP (i, j, b+ 3) + Co(V x H). + EfJE (i, 4, b+ 1) 1)
1
EiNG (6 g, k+3) = Cady(i, 4, b+ 3 At <
INC”‘( J 2) 250 ] 2) ~SF CO\/l/(Axmin)2 + 1/(Aymin)? + 1/(A2min)?
1 o 1 o 1 o\
o-lmw e el E)]
At 2e At 2e G, j, k+1/2) At 2e (4,4, k+1/2) (2)

H 2, G = 5 ket 3) — B2+ 5 b )
Ay
n+1/2,. . n+1/2,. . n+1/2,. .
+C{[Hs,—|g;/(L+%7J7k+%)+HIN+C,/y(L+%7J7k+%)]_Ht,-g|;—/(L_%vjvk—i_%)}
2

1 o
Eﬁl(“ I k+§> :ClE{fZ<z, gy k+§> +Co

Az

1 H;H—l/Q ,~+l7 ,»7 If—i—l _H;L—l—l/Q [._l7 '}If—i—l
Bt (i g b+ 1) =GB (i, gy ke 3y 4y |y g G k) Hay =g, J b )
7 2 7 Az
. L 1 1 Ep(i+ 3,4, k)= ERi+ 5,5, k+1)
-Hn-,i_l/2 i+—. 1. k+=)=D _H"',H/2 i+ G k4 Z D a: 21 J» = R
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L 1 1 1 E(i+3, 4, k) - Exi+3, 5, k+1)
Hn+1/2 1 —. 17 =D Hn+1/2 Py 4 - D T 29 J T 210>
y L+27J7/€+2 14, L+2,J,k+2 + D, <
ENi+1, 4, k+3) = [BLG g, k+3) + Bike, (i J b+ 3)]
+ D )
Az
1 1 Hg+1/2 /7 q l7 k 1 _H;l+l/2 [.’ . l7 k 1
E;H—l i7j7k+_ :ClEg i,j,k+— +02 (LJ 2 +2) (LJ+2 +2)
(B2 4 b kot 3 B+ gk D] BG4t D
+ Cs
Az
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TABLE | TABLE 1

AcCTIVE POWER IN A SECTION OF THE RECTANGULAR
WAVEGUIDE FOR THE FIVE DIFFERENT SIMULATIONS AND
RELATIVE MEASURED ERROR AFTER 15000 TME STEPS

ACTIVE POWER IN A SECTION OF THE RECTANGULAR WAVEGUIDE AND
RELATIVE MEASURED ERROR USING A HANNING WINDOW WITH A TIME
CHARACTERISTIC OF TEN SINUSOIDAL PERIODS AFTER 15000 TME STEPS

EMES-1 EMES-2 EMES-1 EMES-2
Simuiation Power (W) Err (%) Power (W) Err (%) Simulation Power (W) Err (%) Power (W) Fre (%)
R 102270 2.27 LO11.606 L7 R 1000.60 6.0 107 1000.05 s0107
A 102180 2.1% 1011.27 113 A 1000.67 6.7 10° 1000.20 2010°
B 101991 1.99 101148 115 B 999.89 115107 1000.44 44107
C 1022.11 221 1010.73 107 C 1000.98 9.8 107 100039 39107
b 1022.94 2.29 1012.53 1.25 D 1001 .83 183 107 1001.47 147107
evaluated. The results obtained after 15000 time steps (when ACKNOWLEDGMENT

a steady-state condition can be reasonably supposed) f
both the excitation methods are reported in Table I. Th
error is always lower than 2.3%, much smaller than th
experimental inaccuracy related to the practical microwave
excitation devices. Results obtained after 150000 time steps
are even better (errors about two orders of magnitude lower),
because all of the excited spurious harmonic contributiong]
excited when the source is turned on have been eliminated.
To obtain a good precision in the power excitation procedur?z]
also with fewer time step number, both proposed excitation
schemes can be integrated with the method illustrated in [9],
which only affects their temporal evolution modulating the(s
sinusoidal behavior with a Hanning function. Results reported
in Table I, relative to the 15000 time step simulations, show
errors reduced by more than one order of magnitude. [4]

IV. CONCLUSIONS (5]

Two excitation schemes, both based on some modifications
of the classical FDTD formulations, have been proposed tg;
fix exactly the power of an exciting CW source as needed
in FDTD simulations of microwave power applicators. Thel”
performances of both the procedures, valid for TE and TMs]
excitation modes and 2-D or 3-D simulation cases, hav%]
been tested successfully for the {FEnode of a rectangular
waveguide with different sets of parameters.

(o] . .
JI"he author thanks P. Bassi and G. Tartarini for useful
scussions.
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